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ways of how to perform the piece in question, as the
analysed performances may be by different performers
and differ heavily in their interpretation style. The sys-
tem then decides on-line at every iteration how to weigh
the curves, effectively selecting a mixture of the curves
which represents the current performance best.

7. ‘ANY-TIME’ MUSIC TRACKING

Our system (see Figure 1 for an overview) also includes a
unique feature, namely the ability to cope with arbitrary
structural deviations (e.g. large omission, (re-)starts in
the middle of a piece) during a live performance. While
previous systems – if they did deal at all with serious de-
viations from the score – had to rely on explicitly pro-
vided information about the structure of a piece of mu-
sic and points of possible deviation (e.g., notated repeats,
which a performer might or might not obey), our sys-
tem does without any such information and continuously
checks all (!) time points in the score as alternatives to
the currently assumed score position, thus theoretically
being able to react to arbitrary deviations (jumps etc.) by
the performer.

At the core is a process (the ‘Rough Position Estima-
tor’, see Figure 1) that continually updates and evaluates
high-level hypotheses about possible current positions in
the score, which are then verified or rejected by multiple
instances of the basic alignment algorithm (‘Tracker 1–
n’, each including its own tempo model) described above.
To guide our system in the face of possible repetitions
and to avoid random jumps between identical parts in the
score, we also introduced automatically computed infor-
mation about the structure of the piece to be tracked. We
chose to call our new approach ‘Any-time Music Track-
ing’, as the system is continuously ready to receive input
and find out what the performers are doing, and where
they are in the piece. For more details we refer the reader
to [2].

8. EVALUATION

All above-mentioned improvements to the original algo-
rithm were extensively evaluated. We have shown that
the resulting system is both more robust and more accu-
rate than the original system. Furthermore we already
demonstrated the systems accuracy and reliability live on
stage during a real piano performance. For detailed eval-
uation results we refer the reader to [3], [1] and [2].

9. FUTURE WORK

An important direction for future work is the introduc-
tion of explicit event detection into our system, based on
both an estimation of the timing and an analysis of the in-
coming audio frames. This would increase the alignment
precision especially for sparse and/or monophonic music.

A possible future scenario would be to extend our
‘any-time’ algorithm to operate on a whole database of

musical pieces, automatically recognising both the piece
being played, and the current position. An off-line match-
ing/retrieval scenario related to this has been described in
[7]. Practically this will require a clever indexing scheme
based on musically relevant high-level features to quickly
find those pieces and time points most likely to match the
ongoing sound stream.

10. ACKNOWLEDGEMENTS

This research is supported by the City of Linz, the Federal
State of Upper Austria, and the Austrian Federal Ministry
for Transport, Innovation and Technology, and the Aus-
trian Research Fund (FWF) under project number TRP
109-N23.

11. REFERENCES

[1] Andreas Arzt and Gerhard Widmer. Simple tempo
models for real-time music tracking. In Proc. of
the Sound and Music Computing Conference (SMC),
Barcelona, Spain, 2010.

[2] Andreas Arzt and Gerhard Widmer. Towards effec-
tive ‘any-time’ music tracking. In Proc. of the Start-
ing AI Researchers’ Symposium (STAIRS), European
Conference on Artificial Intelligence (ECAI), Lisbon,
Portugal, 2010.

[3] Andreas Arzt, Gerhard Widmer, and Simon Dixon.
Automatic page turning for musicians via real-time
machine listening. In Proc. of the 18th European
Conference on Artificial Intelligence (ECAI), Patras,
Greece, 2008.

[4] Arshia Cont. A coupled duration-focused architec-
ture for realtime music to score alignment. IEEE
Transactions on Pattern Analysis and Machine Intel-
ligence, 32(6), 2010.

[5] Simon Dixon. An on-line time warping algorithm
for tracking musical performances. In Proc. of the
19th International Joint Conference on Artificial In-
telligence (IJCAI), Edinburgh, Scotland, 2005.

[6] Meinard Mueller, Verena Konz, Andi Scharfstein,
Sebastian Ewert, and Michael Clausen. Towards au-
tomated extraction of tempo parameters from expres-
sive music recordings. In Proc. of the International
Society for Music Information Retrieval Conference
(ISMIR), Kobe, Japan, 2009.

[7] Meinard Mueller, Frank Kurth, and Michael Clausen.
Audio matching via chroma-based statistical fea-
tures. In Proc. of the 5th International Conference on
Music Information Retrieval (ISMIR), London, 2005.

[8] Christopher Raphael. Current directions with music
plus one. In Proc. of the Sound and Music Computing
Conference (SMC), Porto, Portugal, 2009.

VITA-4

8




